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Abstract—Bas-relief is characterized by its unique presentation of intrinsic shape properties and/or detailed appearance using materials raised up in different degrees above a background. However, many bas-relief modeling methods could not manipulate scene details well. We propose a simple and effective solution for two kinds of bas-relief modeling (i.e., structure-preserving and detail-preserving) which is different from the prior tone mapping alike methods. Our idea originates from an observation on typical 3D models, which are decomposed into a piecewise smooth base layer and a detail layer in normal field. Proper manipulation of the two layers contributes to both structure-preserving and detail-preserving bas-relief modeling. We solve the modeling problem in a discrete geometry processing setup that uses normal-based mesh processing as a theoretical foundation. Specifically, using the two-step mesh smoothing mechanism as a bridge, we transfer the bas-relief modeling problem into a discrete space, and solve it in a least-squares manner. Experiments and comparisons to other methods show that (i) geometry details are better preserved in the scenario with high compression ratios, and (ii) structures are clearly preserved without shape distortion and interference from details.

Index Terms—Bas-relief modeling, normal decomposition, detail-preserving, structure-preserving, discrete geometry processing

1 INTRODUCTION

Bas-relief is a representative art form that has a long history in many cultures. By now representing bas-reliefs digitally [1], [2], [3], the creation of bas-relief sculptures relies less on the skills and experiences of sculptors [4]. Although many difficulties in the traditional production of bas-reliefs are overcome [5], [6], modeling a 3D scene to a highly compressed bas-relief with either well-preserved details or structures is still challenging. For example, to mimic the manual method of bas-relief production in Fig. 1 is fairly arduous by inputting a 3D scene.

Bas-relief modeling tries to transform 3D geometry into 2.5D relieved surfaces. It is produced by squeezing a 3D scene consisting of objects along a particular direction. Most bas-relief modeling methods adapt high dynamic range (HDR) compression techniques [7], [8] from the vision community. The input 3D geometry is viewed as a height field for direct compression to a lower dynamic range [9], or it is regarded as a gradient or normal field in compression [10], [11], [4]. Since there is no explicit identification of fine details in these HDR-based methods, compressing the dynamic range commonly prefers the shape of base surfaces, rather than fine details which may constitute smaller areas in a bas-relief.

We define two types of bas-reliefs, i.e., detail-preserving and structure-preserving bas-reliefs. The first type is a scene’s visible shape and details, which are all reflected on a bas-relief (detail-preserving); the second is to clearly preserve the visible shape, while ignoring the details (structure-preserving). However, existing methods could not reproduce these manu-
We assume that there are two types of bas-reliefs, one type illustrates both the intrinsic properties and detailed appearance of objects, the other only reflects their intrinsic properties. Correspondingly, we can produce both detail-preserving and structure-preserving bas-reliefs by inputting 3D models.

- We adopt the GMM-based rolling guidance filter to decompose the normal field of a surface to a base layer and a detail layer, and render them independently on the original surface to produce two normal maps. Such an operation not only provides a basis for detail-preserving bas-relief modeling, but also avoids shape distortion when producing structure-preserving bas-reliefs.

- We formulate the bas-relief modeling problem in a discrete geometry processing setup, in order to avoid adding any integrability constraints when recovering the height field. This is different with existing Poisson reconstruction methods.

### 2 RELATED WORK

There are generally two types of reliefs, i.e., bas-relief and high relief. In contrast to high reliefs [18], [19], in which scene elements are detached from the relief plane, bas-reliefs have elements that are projected into a very narrow depth range [20]. The following survey focuses on bas-relief modeling and normal-based mesh processing techniques.

#### 2.1 Bas-Relief Modeling

Cignoni et al. [21] pioneer the research of bas-relief modeling from an input 3D scene. They have made important observations followed by the subsequent literature. First, the bas-relief modeling problem can be solved over a height field. Second, unused depth intervals at height discontinuities should be removed, guaranteeing a bas-relief to protrude shallowly from the background. From then on, more works focus on 1) preserving the salient features of a reliefs of surface and 2) getting instant feedback in selecting a desirable viewpoint.

---

**Fig. 2.** Our bas-relief modeling method follows the paradigm of normal-based mesh processing, which consists of normal filtering and shape reconstruction. First, we extend the rolling guidance normal filter (RNF) [12] to the GMM-based RNF (GRNF), so that it can decouple the normal field of a mesh to a base layer and a detail layer. Given the two normal maps, a surface reconstruction scheme with both detail/structure and height constraints is then proposed to generate either detail-preserving or structure-preserving bas-reliefs.

---

al works from an input 3D scene. They either lose geometry details on over-compressed bas-reliefs or could not clearly compress these details on them with standard thickness. In this work, we propose a bas-relief modeling method which can preserve the visible shape and/or geometry details of the input model(s).

A variety of mesh smoothing and denoising techniques already exist. In these techniques, isotropic filters are independent to surface geometry which ignore geometric features [13], [14] unless constraints are added [14]. Whereas, anisotropic filters, like bilateral filters [15], [16], mainly focus on eliminating noise introduced by 3D sensing measurement or computational errors whose scales are much less than those of geometric features. They are not intended for, nor do they do a good job of filtering out geometry details-they are designed for removing noise.

We first improve the rolling-guidance normal filter (RNF) [12] to the GMM (Gaussian Mixture Model) based RNF (GRNF) for decoupling the normal field of a mesh to a base normal field and a detail normal field. Therefore, different from [5], [9], [10], designing a non-linear compression function to alleviate details lost is not required for our method. The detail normal field generated by the GRNF provides a basis for detail-preserving bas-relief modeling. Meanwhile, the base normal field contributes to structure-preserving bas-relief modeling. Based on the two normal fields, we can construct the mesh of a bas-relief by applying two computation steps: 1) local shaping and 2) global blending, which is free from integrability (see the pipeline in Fig. 2).

The bas-relief modeling problem is actually solved in a discrete geometry processing framework bridged by the well-known two-step mesh smoothing mechanism [17]. To the best of our knowledge, there is no any previous work that applies normal-decomposition-based surface reconstruction to the problem of detail-preserving and structure-preserving bas-relief modeling. The main contributions are three-fold:

- We assume that there are two types of bas-reliefs,
First, two types of solutions are usually adopted for preserving salient features. One type notes a similarity to high dynamic range (HDR) imaging, in which the range of intensities of multiple photographs should be compressed in such a way as to display them on an ordinary monitor [7], [8]. For bas-reliefs, depths replace intensities in HDR imaging. Weyrich et al. [10] attenuate gradient discontinuities, while preserving small gradients by using a non-linear compression function, followed by reconstructing a height field by integrating the new gradient field in a least-squares manner. Song et al. [22] work with mesh saliency and shape exaggeration based on the representation of discrete differential coordinates, and a bas-relief is finally generated by a diffusion process. Sun et al. [9] operate compression directly on a height field but use gradient weighted adaptive histogram equalization (AHE) for image enhancement. Ji et al. [11] start from a normal map to reconstruct a bas-relief, instead of a height or gradient field. They can produce quality results with intuitive style control, because normal maps can be freely edited by existing tools, such as Photoshop. They then provide a bas-relief stylization method [23]. Zhang et al. [4] produce a bas-relief by implicitly deforming the original model through gradient manipulation. They later present an adaptive framework for bas-relief generation from 3D objects, with respect to illumination conditions [24]. The other type takes bilateral filter as the main ingredient and increases the proportion of salient features through multi-scale compression functions borrowed from HDR imaging [25], [26]. These methods differ mainly in the compression step, and they can yield impressive results with the salient features preserved. In addition, Schuller et al. [20] use a mesh-based approach to globally optimize a surface that delivers the desired appearance with precise and fine-grained depth/volume control. In summary, bas-relief modeling with structures clearly-preserved, while avoiding geometry distortion and interference from details, is not easy for these methods.

In addition to creating a bas-relief from a single object, a recent trend is to bring computational techniques from computer graphics to represent a large 3D scene by a bas-relief set [20], and produce personalized sculptures [27], such as a mini stone with very shallow bas-reliefs on it. In the case of the new challenges, a bas-relief modeling method with each element’s details preserving in a 3D scene is more appealing.

Up to here, designing bas-reliefs from input 3D models may be an interactive task, thus, WYSIWYG (what you see is what you get) is more attractive for designers. Many methods, such as Kerber et al.’s [25], Zhang et al.’s [26], and Ji et al.’s [5], are implemented parallel based on modern graphics hardware, that makes real-time artistic design possible for bas-relief modeling.

It is worthy noting that the state-of-the-art methods generate bas-reliefs from natural images [28], [29], [30] and photographs of human faces [31], [32], [33], [34]. However, these methods are often limited due to the fact that color, luminance and texture in an image could not reflect the geometric attributes of objects with complex materials properly.

A discrete geometry processing based method for surface reconstruction has been proposed as Surface-from-Gradients (SfG) [35]. Our method is somewhat related to this work, for both have a fundamental step of recovering height fields over on meshes equipped with surface normals. However, SfG reconstructs a fully 3D object with the proportions of its primitives being the same as in 3D space. Our method is different since it is motivated to construct a height field with a similar appearance of input surfaces under height constraints. Our goal is to achieve the necessary compression without compromising the quality of a model’s shape and/or detailed appearance by normal decomposition and surface reconstruction techniques.

### 2.2 Mesh (Normal) Filter
Normal-based filters of surface meshes were originally designed for mesh smoothing/denoising. Many of these filters have evolved from image denoising techniques, such as from bilateral filters [15], [36], [16], [37], [38] from [39], anisotropic diffusion filters [40], [41], [42] from [43], and $L_1/L_0$ minimization methods [44], [45] from [46], to name a few. However, adopting these methods for geometry detail removal is non-trivial. Isotropic methods like Laplacian smoothing often lead to shape distortion, and anisotropic methods like bilateral filtering could not effectively remove geometry details. They introduce artifacts during bas-relief modeling.

Recently, a mesh normal filter was proposed as the rolling-guidance normal filter (RNF) [12] by extending the rolling guidance filter [47] in image smoothing. It has shown appealing results in geometry detail removal. By performing the RNF on input meshes and using the Gaussian mixture model (GMM) to fix a decomposition threshold, we can effectively decompose the normal field of an input mesh to a base normal field and a detail normal field.

### 3 GMM-based Rolling Guidance Normal Filter
The surface decomposition is achieved by the GMM-based rolling-guidance normal filter (GRNF). In the following, we first perform the RNF on the normal field of a mesh to produce a coarse base layer, and then analyze the normal residual by the GMM.

#### 3.1 Rolling Guidance Normal Filtering
Denote a triangular mesh as $M = (V, E, F, N)$, where $V, E, F$ and $N$ are sets of vertex, edge, face and
face normal, respectively. The faces in the 1-ring face neighborhood of a face \( f_i \in F \) denoted by \( N_f(i) \) is the set of faces that have a common vertex or edge with \( f_i \). Denote \( c_i \) as the centroid, \( n_i \) as the normal and \( A_i \) as the area of \( f_i \). The \((k+1)\)-th iteration of RNF is defined as [12]:

\[
\sigma_i^{k+1} := \bigwedge \left( \sum_{f_j \in N_f(i)} A_j W_s(||c_i - c_j||) W_r(n_i - n_j)n_j \right),
\]

where \( \bigwedge(\cdot) \) is a vector normalization operator, and \( n_i^0 = 0 \) for all mesh faces. Both \( W_s \) and \( W_r \) are Gaussian functions with standard deviations \( \sigma_s \) and \( \sigma_r \), respectively.

We observe that from the RNF, in the first iteration, \( n_i^0 \) is set to be zero, which regards RNF as a Gaussian filter. Thus, the features whose scales are smaller than \( \sigma_s \) can be filtered out, once \( \sigma_s \) is fixed. Meanwhile, the blurred features with scales larger than \( \sigma_s \) are recovered gradually in the following iterations.

However, 3D objects are often represented by boundary surface meshes without semantic information to describe the base surface and details separately [48]. That is a fact when scanning their corresponding physical objects or when creating them using modeling tools. It means that the complete set of a normal field is involved in the normal filtering, including both the detail layer and the also the base layer. Given a detail-rich mesh \( M \) equipped with the face normal field \( N \) as input, we can only obtain a coarse base normal field \( N_B \) by the RNF. This is because that some structural elements in the base layer are also filtered out to the residuals (see Fig. 3 for an example). We introduce the GRNF in the following subsection to retain the missed parts of the RNF from the residuals for obtaining a holistic base layer.
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Fig. 3. The sharp edges of the base layer drift due to the information lost during the rolling guidance normal filtering procedure. Whereas, the GMM can take the information back, which demonstrates a better structure-preserving smoothing result. From the left column to the right: The input mesh, the reconstruction results by using the RNF and the GRNF, respectively.

**3.2 GMM-based solution**

We first perform the RNF to obtain a coarse base layer, called \( N_B^c \). We then obtain a coarse detail layer, called \( N_D^c \) (actually the residuals), by subtracting \( N_B^c \) from \( N \). \( N_B^c \) contains information of \( N_B \) which can be further separated. That is, we segment \( N_B^c \) into two disjoint components: A detail layer, called \( N_D^c \) and a residual layer, called \( N_R^c \), where \( N_B^c + N_R^c = N_B^c \). This is performed by using a threshold on the vector length \( vl \) of each element of \( N_B^c \). We consider that \( N_B^c \) has larger vector lengths than a threshold \( \theta_N \) above \( N_B^c \). \( \theta_N \) is automatically determined: We examine the histogram of the vector lengths and approximate it with a GMM with two Gaussians \( f = \sum_{i=1}^{2} \alpha_i G(\mu_i, \sigma_i) \), where \( \mu_i \) and \( \sigma_i \) are the mean and standard deviations of the i-th component in the Gaussian mixture, \( \alpha_i \) is its weight with \( \alpha_1 + \alpha_2 = 1 \). The parameters are estimated using the Expectation Minimization (EM) method [49]. We select the threshold \( \theta_N \) as the intersection of the two distributions: \( \theta_N = \{ vl | G(\mu_1, \sigma_1) = G_2(\mu_2) \} \). Finally, we can obtain a pair \( (N_B, N_D) \) with \( N_B^c \cup N_D = N \) and \( N_B^c \cap N_D = \emptyset \). To improve the clarity of the relationship of these symbols, we render them on a real model, as shown in Fig. 4.
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Fig. 4. The relationship among the defined symbols.

In addition, the automatically fixed threshold \( \theta_N \) is robust to the parameters selection used in the RNF. That means we can loosely select some large values for the parameters of RNF, e.g., \( \sigma_r = 0.5, \sigma_s = 8\bar{l}_e \) (\( \bar{l}_e \) is the average edge length of the input mesh), and the iteration number \( k = 5 \), and use the GMM to decompose the base layer and the detail layer. Fig. 5 shows the statistical results by the GMM: In the first column, the GMM performs on the coarse detail layer \( N_D^c \) using the recommended parameter values of RNF \( (\sigma_r = 0.7, \sigma_s = 3\bar{l}_e, k = 6) \); in the second column, the GMM is enforced using the loosed parameter values \( (\sigma_r = 0.5, \sigma_s = 8\bar{l}_e, k = 5) \). Due to the fact that the GMM performs on the same bunny model for the first and second columns and both the results have no obvious differences, users can feel free to use our recommended parameter values without any complicated adjustments. The last column shows the effectiveness of the loosed parameter values on another model (we test on a variety of models and they all work well).

The GMM is useful for both structure-preserving and detail-preserving bas-relief modeling. It does not...
lose information of the base surface in normal filtering for structure-preserving bas-relief modeling; it also does not add false details in normal filtering for detail-preserving bas-relief modeling. As shown in Fig. 6, using the RNF solely leads to the base shape distortion while the GRNF would not; in Fig. 7, using the RNF solely will magnify the base surface, while using the scheme of RNF plus GMM can preserve the real details effectively.
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Data-driven RNF. In addition to using the loosed parameters in the RNF, we introduce the data-driven RNF (DRNF) which makes the RNF parameter-free. The DRNF is inspired by the cascaded normal regression (CNR) [50], where non-linear regression functions are modeled by mapping the filtered face normal descriptor (FND) extracted from the neighborhood of a noisy mesh face to the noise-free mesh face normal, and use the modeled functions to compute new face normals based on the two-stage denoising framework [38]. Due to the fact that there are different levels of noise to be removed, multiple iterations of mesh denoising are required, which forms the CNR. Similarly, the DRNF is formulated by the CNR in a normal field at an offline training stage, and is performed at a runtime filtering stage.

- **Offline training.** We first perform the GMM-based RNF on a set of original meshes (see Fig. 8) to obtain their base normal fields. We adopt filtered face normal descriptor (FND) as the feature descriptor based on the RNF (in the training stage, the set of $\sigma_{ij}$ is $\{3l_e, 5l_e, 8l_e, 10l_e, 14l_e\}$ and the set of $\sigma_{ij}$ is $\{0.2, 0.5, 0.8\}$), and formulate a base face normal $n_i$ as a function $\kappa$ of the original face’s FND $S_i$: $n_i = \kappa(S_i)$. We learn $\kappa$ from the FNDs extracted for all base faces and their original normals by neural network, i.e., $\kappa : S_i \rightarrow n_i, \forall i$. Multiple iterations are required to reduce the approximation error, where the first regression function coarsely finds the correspondence from the FNDs to the base face normals, and extracts their FNDs to feed into the next regression iteration for a finer approximation.

- **Runtime filtering.** For an input mesh, the learned CNR model consisting of $\kappa$s is enforced on the extracted FNDs to obtain its new face normals. We finally use the GMM to obtain the base and detail normal layers.

We now analyze the reason why we perform surface decomposition in the normal field. First, we should avoid depth discontinuities on occluding boundaries, where two neighbor pixels are sampled from two separate triangles during bas-relief modeling. Unlike image gradients that need a forward/backward difference of at least two pixels, the normal at each pixel...
on a normal map is determined only by its associated triangle. A benefit of processing in the normal field is that it is unnecessary to continue to remove depth intervals at height discontinuities explicitly (see Fig. 9 for an illustration). Second, being faithful to the overall shape of the original mesh, we render the base and detail normal fields on the original mesh to obtain the two normal maps, while not truly updating the mesh vertices to match the two decomposed normal fields and obtaining the two maps on the updated mesh. We can see from Fig. 10, the scheme of rendering the base normal filed on the original mesh leads to less shape distortion than on the updated mesh.

Fig. 8. Training data containing twenty-three meshes. The meshes in the first two rows from [50] are enforced by the GMM-based RNF (use the loosed parameters) to obtain their base surface normals; whereas the meshes in the bottom row from [12] are enforced by GMM-based RNF, but use the recommended parameter values therein.

Fig. 9. From a fixed viewpoint, the normals of an input scene (e.g., the three overlapped circles (a)) are calculated independently for each pixel (refer to [5], [23]). As a result, consistent visual hulls equipped by surface normals (c) are produced that can shift the depth discontinuity (b) into a discontinuity-free shape (d).

4 BAS-RELIEF MODELING

The surface-from-gradients (SfG) was initially used to recover a full 3D surface from captured normal maps. In the following, we extend the SfG to the scenario of normal-based mesh processing first, i.e., we generalize it to update triangular mesh vertices for matching a filtered normal field, and then propose to use this mechanism to produce a compressed height field (represented by mesh) by inputting one/two normal layers.

4.1 Generalized Surface-from-Gradients

We focus on generalizing the surface-from-gradients (SfG) method [35], which fits our bas-relief modeling well. The generalized SIG (gSIG), in each iteration, determines the position and orientation of each face, according to its filtered normal and current shape, by performing a local shaping step first. Since the mesh is disconnected after local shaping, we glue (stitch) all faces together to a connected mesh by performing a global blending step then, as shown in Fig. 11: In the top row, given a triangular mesh assembled with filtered faces’ normals, we first project mesh vertices to their new base planes (a vertex may belong to several faces, thus several corresponding base planes exist) which breaks the mesh, and we then stitch the mesh together into a connected mesh again. The bottom row shows the iteration of performing the two steps. In order to simplify the problem, here we pretend that just the vertex \( v \) is moved and all other vertices remain fixed in the bottom row. In local shaping, \( v \) is broken into \( v_1 \), \( v_2 \) and \( v_3 \), because it belongs to three faces. In global blending, we glue the broken faces together to form a new mesh (the triangles consisting of dashed line segments mean the new triangles). Because gSIG is a least-squares optimization problem, iteration is often required.

In the local shaping step, the vertices \( v_1, v_2, v_3 \) of a face \( f_i \) are projected onto its base plane: This plane passes through the centroid \( c_i \) of facet \( f_i \) and has a new normal \( n'_i \). The projected vertices are denoted by \( v'_1, v'_2, \) and \( v'_3 \), respectively, as shown in Fig. 12. After simple derivation, without loss of generality, we can obtain the new position \( v'_1 \) of \( v_1 \) as

\[
v'_1 = v_1 - ((v_1 - c_i) \cdot n'_i) \cdot n'_i, \tag{2}
\]

where \( n'_i \) has been normalized.
Fig. 11. Illustration of SFG [35] by giving results from real data (top row) and schematic diagrams (bottom row): local shaping and global blending. In the bottom row, the bar means the distance of the vertex \( v \) to the projections \( v_i \) \( (i = 1, 2, 3) \) onto the respective base plane. Local shaping computes the projections using the current estimate \( \hat{v} \), and global blending updates \( v \) by minimizing the sum of the error bars of local shaping, keeping the projections fixed.

Fig. 12. Illustration of vertex projection. The triangle formed by dashed line segments is the new triangle.

In the global blending step, we aim to deform the mesh into a shape, so that the positions of the vertices of each face give the same shape as the projected face. However, in general, there are several faces adjacent to each vertex \( v \), leading to several projection points. They must be normalized to get a joined-up surface. We use a least-squares optimization in this step. The global blending is formulated as

\[
\text{arg min}_{f_i} \sum_{j=1,2,3} \| v_j - v'_j \|^2,
\]

which can be solved by a linear solver.

In order to demonstrate the effectiveness of the gSFG method in shape reconstruction, we employ the local-shaping- and global-blending-based scheme to reconstruct a surface mesh, after its normal field is filtered by the GRNF. Fig. 13 shows the comparison between the Poisson reconstruction scheme and our gSFG method. For the two methods, we use the same filtered normal field by the GRNF as the target normal field. We show the smoothed results in the second column. In the third column, we evaluate the deviations between the two smoothed meshes and the original mesh are visualized via color coding. Finally, we compute their Hausdorff distances from the smoothed mesh to the original mesh, and the deviations between the smoothed face normals and the target normals, and visualize their distributions using the histogram in the fifth column. Compared to the Poisson reconstruction scheme [12], our gSFG method can reconstruct a new mesh that is consistent with the target normal field, while being close to the model’s original shape.

4.2 Geometry Shape-Up

In structure-texture decomposition of images [46], an image is decomposed as \( I = S + T \), where \( I \), \( S \) and \( T \) represent the input image, the structure layer and the texture layer, respectively. Therefore, image enhancement can be achieved by manipulating the texture contrast, i.e., \( I' = I + \mu \cdot T \) with a user-specified parameter \( \mu > 0.0 \). Similarly in 3D scenarios, we assume that the underlying surface of an input mesh consists of piecewise smooth patches and details exist within each patch, and formulate the decomposition problem as \( N_O = N_B + N_D \) in normal field, where \( N_O \), \( N_B \) and \( N_D \) are the normal fields of input model, base surface, and details, respectively. Therefore, we can create a height field \( H \), whose details are similar to that of \( N_O \) for the orthogonal view by solving [11]

\[
\min_{H'} \int \int (\beta \cdot F(H', \delta) + D(N_O + \mu \cdot N_D, H')) dudv, \quad (4)
\]

where the compression function \( F(\cdot) \) is used to produce a bas-relief with the height of \( \delta \), and \( \beta \) controls the style of the bas-relief. In this work, we consider two styles of bas-reliefs: 1) roundness makes the middle portion of a bas-relief elevate the most; 2) flatness makes the prominent part of a bas-relief nearly on a plane. The function \( D(\cdot) \) measures the geometric similarity of \( N_O \) and \( H' \) under the compression, and \( \mu > 0.0 \) compensates the bas-relief for details lost.

In the following, we first initialize a background represented by a quadrangular mesh, and then raise its components up in different degrees to convey the detailed appearance and intrinsic shape properties of a bas-relief. To avoid integration, we solve Eq. 4 by two steps: Local shaping and global blending.

4.2.1 Discrete Geometry Setup

We use the OpenGL Shading language to transform the original normal field and the detail normal field into eye space, and normalize and render them from an arbitrary view into two textures as two normal maps (images). We call the two normal maps \( O \) (means Original) and \( D \) (means Detail). Because the ranges of components of normalized normals fall into the interval \([-1, 1]\), we linearly transform the normals into the interval \([0, 1]\) to display the normal maps.
on the screen, i.e., \( N'_O = (N_O + (1, 1, 1))/2 \), and \( N'_D = (N_D + (1, 1, 1))/2 \).

We then generate our discrete geometry setup as follows:

- For each two-tuple \( < O_{i,j}, D_{i,j} > \), a quadrangular face \( f_{i,j} \) is constructed for it. The four vertices of \( f_{i,j} \) are \( v_{i,j}, v_{i+1,j}, v_{i+1,j+1}, v_{i,j+1} \) respectively; all the faces like \( f_{i,j} \) form a quadrangular mesh \( M \). Fig. 14 (left) shows a planar quadrangular mesh which is constructed on a normal image.
- Each vertex \( v_{i,j} \) is originally positioned at \((i - \frac{1}{2}l, j - \frac{1}{2}l, 0)\) with the height field \( z = 0 \), where \( l \) is the edge length of the quadrangular face. The initial quadrangular mesh \( M \) is planar. We will show how to drag it to form different bas-reliefs (see Fig. 14 (middle) and (right)).

4.2.2 Local Shaping

In this step, the vertices of a face \( f_{i,j} \) are projected onto two planes \( O_p \) and \( D_p \) with normals \( O_{i,j} \) and \( D_{i,j} \) respectively, where the planes pass the current centroid \( c_{i,j} \) of \( f_{i,j} \). For bas-relief modeling, the \( x \)-component and \( y \)-component of each vertex are fixed. It is just required to move the vertex along the \( z \)-axis onto the two planes. The projections of a vertex \( v_{m,n} \) along the \( z \) axis onto \( O_p \) and \( D_p \) can be represented by \( p_{O,j}^{m,n}(v_{m,n}) \) and \( p_{D,j}^{i}(v_{m,n}) \) respectively, where \( m \in \{i, i+1\} \) and \( n \in \{j, j+1\} \).

A vertex in the quadrangular mesh \( M \) is surrounded by four faces. Therefore, a vertex after projections has eight new positions. The \( z \)-component of the four vertices in each face can be grouped into two vectors:

\[
P_{i,j}^O = (p_{O,j}^{i+1}(v_{i,j}), p_{O,j}^{i+1}(v_{i+1,j+1}), p_{O,j}^{i+1}(v_{i,j+1}))^T,\]

and

\[
P_{i,j}^D = (p_{D,j}^{i}(v_{i,j}), p_{D,j}^{i}(v_{i+1,j}), p_{D,j}^{i}(v_{i,j+1}), p_{D,j}^{i}(v_{i+1,j+1}))^T.\]

4.2.3 Global Blending

After the local shaping step, \( M \) is broken into a set of disconnected parts, which need to be glued back into a connected surface mesh. Here we group the \( z \) components of a face \( f_{i,j} \) into a column vector:

\[
z(f_{i,j}) = (v_{i,j}^z, v_{i+1,j}^z, v_{i+1,j+1}^z, v_{i,j+1}^z)^T.\]  \( (5) \)
On an optimal shape of the quadrangular mesh $M$, the vectors $z(f_{i,j})$ and $P_{i,j}^o$ should represent the same shape of a face. However, enforcing $z(f_{i,j}) = P_{i,j}^o$ is too restrictive for bas-relief modeling, $z(f_{i,j})$ and $P_{i,j}^o$ are only expected to represent the same shape instead of coincident. Similar to Xie et al. [35], we compare our relative vectors by subtracting the mean of vertices inside $z(f_{i,j})$ and $P_{i,j}^o$ for fast convergence (in our experiments, just one iteration is required).

Moreover, the $P_{i,j}^o$ in Eq. 5 is full 3D. For the purpose of bas-relief modeling, it should be compressed under a depth constraint.

**Detail-preserving bas-relief modeling.** The generated bas-relief can have the 3D basic structures as similar as possible to the original model, and well-preserved, even enhanced fine details. Mathematically, we achieve this goal by minimizing the following energy functional

$$
\Theta\left(\{v_{m,n}^z\}\right) = \sum_{f_{i,j}} \left[ \| Rz(f_{i,j}) - R\left(\sum_{v_{m,n}} v_{m,n}^z \right) \|_2^2 + \mu \| Rz(f_{i,j}) - R\left(\sum_{v_{m,n}} v_{m,n}^z \right) \|_2^2 + \beta \| v_{m,n}^z \|_2^2 \right],
$$

where the weight $\mu$ is used to preserve the geometry details. The weight $\beta$ is used to control the style (roundness or flatness) of the resulting bas-relief. The parameter $\delta$ is a threshold used to control the height of a bas-relief. $R$ is a matrix

$$
R = I_{4 \times 4} - \frac{1}{4} I,
$$

where $I$ is a $4 \times 4$ matrix with elements all equal to 1. Fig. 15 shows that proper manipulation of the two normal maps together, can provide a basis for meeting the needs of detail-rich bas-relief modeling.

**Structure-preserving bas-relief modeling.** Another difference with existing methods is that, we can produce the bas-relief which just maintains the overall shape, while ignoring details from a detail-rich model. To this end, we render the base normal field on the original mesh to get the normal map $B$ (means Base) and the corresponding mesh vertices $P^b$ first, and minimize the energy functional

$$
\Theta\left(\{v_{m,n}^z\}\right) = \sum_{f_{i,j}} \left[ \| Rz(f_{i,j}) - R\left(\sum_{v_{m,n}} v_{m,n}^z \right) \|_2^2 + \beta \| v_{m,n}^z \|_2^2 \right],
$$

where $\mu$ is involved in Eq. 6. We know from Eq. 6 that there are three parameters which control generated bas-reliefs. We introduce how to tune them: A larger $\mu$ can preserve surface details more clearly, and even enhance them. A smaller $\beta$ keeps the round style of a model which heavily preserves the 3D appearance, whereas a larger $\beta$ will generate a flatter bas-relief. The height of the bas-relief is controlled by the parameter $\delta$. Experimental results show that $\mu \in [0.01, 1]$, $\beta \in [0.01, 1]$ and $\delta \in [0, 1, 30]$ can produce desirable results. Each row in Fig. 16 shows the modeling results by increasing one of the three parameters, when the other two are fixed.

### 5 Results and Analysis

Our prototype has been implemented using C++ and OpenGL. It uses TAUCS as the linear solver. For detail-preserving bas-relief modeling, a sparse and linear equation system with a size of around $1000 \times 900 \times 3$ should be solved (the resolution of each normal map used in this work is fixed with $1000 \times 900$); the energy function in Eq. 6 has three terms, thus, the size of the system is triple of $1000 \times 900$; while for structure-preserving bas-relief modeling, the system with a size of around $1000 \times 900 \times 2$ is involved in Eq. 8.

The experiments are performed on a PC with a 4.00 GHz Intel core i7 and 32 GB of RAM. A user-friendly GUI is created for encapsulating the implemented method and made publicly available to the research community (https://github.com/ivan-hsianglin-kuo/BasReliefModeling). We test our method on individual models with abundant details, a 3D scene of a set of models, and synthesized normal maps to demonstrate the effectiveness of our method.

**Parameters.** Our method consists of two parts: normal decomposition and normal-based bas-relief modeling. In the first stage, there are three parameters, $\sigma_s$, $\sigma_r$ and $k$, which are loosely fixed as $\sigma_r = 0.5$, $\sigma_s = 8I$, $k = 5$ for 3D models. In the second stage, detail preservation, targeted height and stylization for bas-relief modeling are achieved simultaneously by solving Eq. 6. We know from Eq. 6 that there are three parameters which control generated bas-reliefs. We introduce how to tune them: A larger $\mu$ can preserve surface details more clearly, and even enhance them. A smaller $\beta$ keeps the round style of a model which heavily preserves the 3D appearance, whereas a larger $\beta$ will generate a flatter bas-relief. The height of the bas-relief is controlled by the parameter $\delta$. Experimental results show that $\mu \in [0.01, 1]$, $\beta \in [0.01, 1]$ and $\delta \in [0, 1, 30]$ can produce desirable results. Each row in Fig. 16 shows the modeling results by increasing one of the three parameters, when the other two are fixed.

#### 5.1 Normal-Based Reconstruction

After normal decomposition, we render the corresponding 3D model using the two normal fields into two textures using the OpenGL Shading language. This is different from some existing works that need to compute the gradient vector using separate triangles. We do not adopt gradient fields as inputs. In our case, in each normal map, the normal vector of each pixel corresponds to only one triangle on the rendered 3D model. Since we create bas-reliefs from normal maps directly, our bas-relief modeling method is intrinsically free from depth discontinuity, e.g., depth intervals between back objects and front objects. Therefore, we avoid explicitly detecting these discontinuity regions and remove unused depth intervals at these regions. Fig. 17 shows that depth discontinuities at the overlapped regions are eliminated very well with no special processing in advance (they either manually or automatically detect them).

Our method uses normal maps as inputs. It is, therefore, possible to use image editing tools, such as Photoshop, to freely design bas-reliefs in image space rather than in object space. For instance, two or more layers of normal maps can be synthesized into one
Fig. 15. Our bas-relief results with the original normal map as an input (i.e., $\mu = 0.0$), and with the two normal maps (one is the original map and the other is the detail map with the increasing values of $\mu$) as inputs. Compared to the original geometry (the leftmost one), our bas-relief modeling scheme with the two normal maps outperforms the one normal map in detail preservation. In addition, we can obtain the detail-enhanced bas-reliefs by increasing the detail factor $\mu$, see the fourth and fifth images from the left column. The rightmost two images show the base and the detail maps respectively.

Compared to the original geometry (the leftmost one), our bas-relief modeling scheme with the two normal maps outperforms the one normal map in detail preservation. In addition, we can obtain the detail-enhanced bas-reliefs by increasing the detail factor $\mu$, see the fourth and fifth images from the left column. The rightmost two images show the base and the detail maps respectively.

Fig. 16. Our bas-relief modeling results with different parameter values. From the first row, we know that increasing $\mu$ can get details more and more clearly ($\beta = 0.3, \delta = 10$). The second row shows that increasing $\beta$ would lead to flatter results ($\mu = 0.15, \delta = 12$). The third row shows that increasing $\delta$ would produce results with higher heights ($\mu = 0.01, \beta = 1$). The last two columns show the base and the detail maps respectively.

Fig. 17. Our bas-relief modeling on a vascular tree with $\mu = 0.01, \beta = 0.8, \delta = 1$. The method is free from depth discontinuity. The unused depth intervals on occluding boundaries are naturally removed. The left is the 3D model, the right is the modelling result, and the middle are the corresponding zoomed-in fragments.

Fig. 18. Bas-relief modeling results for composite normal maps. The bottom row shows the heights of these bas-reliefs from other viewpoints.

normal map, as shown in Fig. 18: The left shows a bas-relief of target ups and downs along the background; the middle shows a bas-relief pasted by details from other objects; the right shows a bas-relief with two models moved together. More examples from normal maps are shown in Fig. 19.

In addition, our method can flexibly produce bas-reliefs on curved surfaces. The normal map of the curved surface and the normal map of the target model can be combined into a new map. When generating bas-reliefs, just the height of target model
is constrained. Fig. 20 shows two bas-reliefs pasted on curved surfaces, where geometry details of the horses are well-preserved on a background (see the left image), and no height discontinuities appear on sharp edges (intersecting with the bunny) of the dodecahedron (see the right image).

Fig. 20. Our bas-relief modeling on a cylinder background and a dodecahedron background, respectively. Geometry details of horses are well-preserved (left), and no gaps appear near intersections of sharp features (edges of the background) and the foreground (bunny) (right).

5.2 Detail Preservation and Enhancement

High compression of depth data will lose fine details of a 3D object. We use two normal maps to compensate for detail loss. The reason under our method is, 1) the first-order normal variations can better describe surface variations rather than vertex position variations, bas-relief modeling is thus taken place in normal image space; 2) details are preserved or enhanced by choosing a suitable value for $\mu$ in Eq. 6. Fig. 21 shows five models with multifarious details and their bas-relief modeling results (middle row). Details are all well-preserved though a large height compression is enforced. In addition, we can produce structure-preserving results (bottom row), if we just use the base normal map as input. More structure-preserving results can be found in Figs. 2 (the rightmost one), 6 (the rightmost two), 10 (the rightmost one) and 14 (the middle one).

Fig. 21. Bas-relief modeling with the round style on the Bunny (middle: $\mu_0 = 0.1, \beta = 0.01, \delta = 10$; bottom: $\mu_0 = 0.1, \beta = 0, \delta = 15$), the Angel (middle: $0.1, 0.03, 10$; bottom: $0.1, 0, 15$), the Buddha (middle: $0.08, 0.06, 10$; bottom: $0.1, 0, 15$), the Armadillo (middle: $0.15, 0.05, 10$; bottom: $0.1, 0, 15$), and the Felion (middle: $0.12, 0.03, 10$; bottom: $0.1, 0, 15$) models.

We compare our method with the state-of-the-art methods, including Weyrich et al. [10], Sun et al. [9], Ji et al. [11], Schuller et al. [20], Zhang et al. [4], and all the results are rendered under the same lighting setting. Because most of them could not exactly control the depth of generated bas-reliefs, we use a linear scaling in the post-processing to make them have the same maximal height. The parameters for each method are carefully tuned to produce the best visual results under similar height compression. In Weyrich et al. [10], there are two parameters $\alpha$ and $v_{sil}$ available, where $\alpha$ controls the degree of gradient compression, which is usually set to values between 0.5 and 10, and $v_{sil}$ is the threshold of boundary gradient magnitude. In Sun et al. [9], there are four parameters used, where $B$ is the number of bins of height values; $m_0$ is the minimum size of neighborhood; $n$ is the number of neighborhood levels; $\alpha$ is the degree of the gradient compression. In Ji et al. [11], there are two parameters $\mu$ and $\theta$, where $\mu$ is the compression coefficient, and $\theta$ is the height limit.

The results generated by the six methods share some similarities for many 3D scenes when the bas-reliefs with the standard thickness are produced, since details on these models are not largely lost, as shown in Fig. 22 and Fig 23.

There are many over-compressed bas-relief sculptures with vivid details in real life. For this special application, a slight advantage of our method is to better preserve the details, when the whole depth interval to
Fig. 22. Bas-relief modeling on four typical models with abundant details under a standard thickness. From the left column to the right: The results of Weyrich et al. [10], Sun et al. [9], Ji et al. [11], Schuller et al. [20], and our detail-enhancement results ($\mu = 0.1, \beta = 0.3, \delta = 10$). All results are with 10 high as the output height.

be compressed is larger than the standard thickness. We now analyze the reason why our method outperforms the compared methods: The weight $\mu$ used in Eq. 6 can compensate the bas-reliefs for details lost, see Fig. 24, Fig. 25 and Fig. 26.

5.3 Computational Time

We record the time performance of each step in our experimental cases for some typical models. The results are shown in Tab. 1. It is observed that the preprocessing step is fast. However, we still suggest that this step is done in an off-line manner in practice: We can normal-filter a set of 3D surface meshes and save these models with each face assembled with a normal triple $(N, N_B, N_D)$, where they represent the face’s original normal, decomposed base normal and detail normal respectively. In bas-relief modeling, we need to solve a sparse linear system. We
fixed the image resolution with $1000 \times 900$ for all tested models. Therefore, a sparse linear equations with size of around $3 \times 1000 \times 900$ should be solved. The factorization of matrix $A^T A$ can be reused for all models with the same image resolution, which saves the solution time. The second step, i.e., bas-relief modeling, is usually slower than the methods of Weyrich et al. [10] and Ji et al. [11], but faster than Sun et al. [9], Schuller et al. [20] and Zhang et al [4]. The time performance for our method is acceptable. For example, it takes a total of about 20.19s to model the Angel with 153k vertices and 307k facets and the image resolution of $1000 \times 900$. In the future, we will investigate how to accelerate the whole pipeline as presented in Zhang et al. [26] and Ji et al. [5].

**Limitations.** Our method has some limitations. First, we cannot exactly control the height range of our bas-reliefs. Interested readers can refer to Schuller et al. [20] that how to control the exact height for each vertex. Second, our method can input a depth image:

Fig. 24. Highly-compressed bas-relief modeling on four typical models with abundant details. From the left column to the right: The results of Weyrich et al. [10], Sun et al. [9], Ji et al. [11], Schuller et al. [20], and our detail-enhancement results ($\mu = 0.15, \beta = 1.2, \delta = 0.5$). All results are with 0.5 high as the output height.
A depth image can be regarded as a height field which can be compressed to a bas-relief. For our method, we convert the height field into a normal field (see [11] for conversion details), but we do not intend to detect normal discontinuities for the conversion. It will lead to over-sharpening of the high brightness regions in the depth image (see Fig.27), although their details are well-preserved. To solve this over-sharpening problem, we can detect the boundaries of these brightness regions. You can also select the well-known commercial software ArtCAM which processes a depth image. Third, the current version of our method does not support the composite modeling, i.e., high relief and bas-relief modeling for different parts.

**TABLE 1**
Timing of our method. In normal decomposition (stage 1), the numbers are the vertex and the facet numbers of each model; in bas-relief modeling (stage 2), the image resolution is fixed to $1000 \times 900$ for all models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angel</td>
<td>153k, 307k</td>
<td>1.34s</td>
<td>18.9s</td>
</tr>
<tr>
<td>Armadillo</td>
<td>25k, 50k</td>
<td>0.39s</td>
<td>66.75s</td>
</tr>
<tr>
<td>Buddha</td>
<td>757k, 1514k</td>
<td>6.8s</td>
<td>70.5s</td>
</tr>
<tr>
<td>Felion</td>
<td>49.8k, 99.7k</td>
<td>0.56s</td>
<td>34.35s</td>
</tr>
<tr>
<td>Elephant</td>
<td>171k, 342k</td>
<td>1.58s</td>
<td>67s</td>
</tr>
</tbody>
</table>
of an input model. This may be achieved through the help of visual hulls [51].

![Image of bas-relief modeling examples](image_url)

Fig. 27. Bas-relief modeling on Chinese style scenes taking 2 mm as the output height results. From left to right: the depth images, 3D illustration of these depth images (the yellow means the high brightness regions), the results of our method (the parts in red rectangles show the over-sharpening artifacts).

### 6 Conclusion

Digital bas-relief analysis is an important topic with the increasingly popular 3D scanning and printing techniques. This work aims to produce two kinds of bas-reliefs, one is detail-preserving bas-relief modeling, which can maintain a 3D model’s overall shape and details. The other is structure-preserving bas-relief modeling, which just maintains the overall shape, while ignoring details. This is the main difference with most of the existing state-of-the-art methods in this field.

It is well known that the underlying surface of an input mesh is commonly piecewise smooth and multi-scale geometry details exist within each smooth region. We decompose a surface in normal field into a base layer and a detail layer by the proposed GRNF. Existing filters (either isotropic filters or anisotropic filters) are usually enforced in a whole mesh model (face-by-face or vertex-by-vertex), a GMM analysis is required (this step is not intend to improve the existing filter, but to get two more accurate decomposed normal layers).

In addition, unlike existing bas-relief modeling methods, we not only transfer the continuous surface reconstruction into a discrete space, but also effectively solve it via a least-squares optimization step. The main contribution is a comprehensive way of building new solvers for two kinds of bas-relief modeling.
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